Learning to use touch-screen Information Communication Technology: the pedagogic experience for blind trainees
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I am a blind resident of New Zealand who immigrated from the US in March, 2009. I train blind people on using assistive technology, and am focused on iOS devices. I am a doctoral candidate at Massey University’s Education Institute. My doctoral research is focused on the mechanisms involved in training blind people to use mobile touch-screen devices.
Presentation
From information kiosks in malls to ticket kiosks in airports; cash-registers in stores and restaurants to self-checkout machines in stores; white ware to entertainment; tablets to mobile phones; touch-screen control interfaces are becoming ubiquitous in our modern world. For the vast majority of people, this is a very good innovation. Through displaying text and images that sighted people interact with directly, the touch screen interface improves efficiency and quality of service whilst reducing errors (Deal, 2008). Unfortunately for those of us who are blind, visually interactive touch-screens, no matter how intuitive, work primarily with the visual sense which we do not have at an easily useable level.
What is haptics? Haptic, from the Greek haptikos meaning to touch, is a higher order somatosensory modality that involves kinaesthetic sensors which are used to determine gross shapes of objects, and tactile sensors that are used to determine surface properties of objects (Kahol & Panchanathan, 2008). The four cutaneous receptors in the skin include: Meissner Corpuscles and Merkel Receptors in Glabrous (hairless) skin, and Pacinian Corpuscles and Ruffini Corpuscles in the subcutaneous tissue. Proprioceptive feedback is gained primarily through movement, whilst cutaneous (tactile) feedback is primarily gained from direct pressure. This information is processed in parallel through the nervous system to form the haptic information. People prefer to acquire a gross haptic overview of an item or area before getting detailed information. Also, each person develops there own haptic exploratory style, and may become confused when instructed to explore in a specific way. This basically means, when showing a blind person an object, she will acquire a better understanding of the item if she is allowed to explore it herself. If you specifically move her fingers to certain parts of the object before she has developed her mental picture, she may well become frustrated about what the item is, how it looks, and how it works.
Let’s consider how sighted people under blindfold, and blind people, explore tactile diagrams on paper. When sighted adolescents under blindfold were tasked with exploring tactile diagrams, they tended to explore with one finger making small movements (Rovira, Deschamps, & Baena-Gomez). Blind adolescents, on the other hand, tended to explore using multiple fingers of both hands making larger movements.
When blind children, sighted children, blind adults, and sighted adults were compared to assess ability to judge: size, weight, texture, and dimension of objects exclusively through haptics (Withagen, Kappers, Vervloed, Knoors, & Verhoeven, 2012)., it was discovered that blind and sighted children were equally accurate, and equally improved with repetition. This is surprising considering that blind children are specifically taught to develop their haptic sense. The blind adults functioned at approximately the same speed as the children. Sighted adults, on the other hand, were significantly slower. The adults in general were more accurate than the children. This may indicate that sighted adults have become conditioned to not trust their sense of touch as much as children do.
Interestingly, when blind and blindfolded sighted participants were observed using a force feedback mouse and various sounds to denote different objects on a webpage (Wai, Kuber, Murphy, Strain, & McAllister, 2006), both groups had difficulty finding all of the objects on the page. Though the sighted people scanned through the webpage from top to bottom and left to right, the blind people tended to keep their scans on the left side of the page. It is almost as though the tentative way sighted people explore tactile diagrams is how blind people explore virtual environments using a mouse. Or is it?
As we know, accessing computers is more complex for the blind than it is for the sighted. The screen reader converts textual information displayed on the monitor into speech and/or braille output (Michailidou, Harper, & Bechhofer, 2008). Whilst the sighted are easily able to scan through and manipulate text and objects on the two dimensional computer monitor using both keyboard and mouse, blind people are usually only able to access textual information from the display serially from left to right and top to bottom using esoteric, multi-key commands on the keyboard.
In order to illustrate this point, consider how experienced computer users access web pages on the Internet (Michailidou et al., 2008). It takes an average of five seconds for sighted computer users to locate and assess salient features of a web page for determining whether the web site is relevant. Through tracking where the eyes are focusing, it has been ascertained that people focus on: the first three or four choices in the menu list, followed by the main area, then the header, then the right and left menus, and finally the footer of the page.
Computer users who are blind, on the other hand, typically take between 10 seconds for familiar web pages, which have been appropriately marked up and previously visited, to up to three minutes for unfamiliar web sites merely to assess relevancy (Michailidou et al., 2008). Finding required information takes even longer.  Additionally, the vast majority of web sites are constructed such that the left, top, and right menu lists all start at positions that are vertically higher than the main information on the page. This means the screen reader must first read through all of this information before accessing the desired content.

Considering this additional information, I put forward the supposition that, though the blind are regularly told that websites are two-dimensional, we mentally spatially view them as a serial column on the left side of the display; thanks to what we have learned from using the traditional screen reader. Forcing myself to explore the display of my iPhone, rather than relying exclusively on the serial-based navigational commands, I am now often able to touch where the main information of a website begins. I also have been developing a more two-dimensional mental spatial model of various screen layouts.

My first experience with a mouse was quite educational. A sighted friend would tell me which direction to move the mouse. I then made a sweeping move in that direction and the mouse shot to the other side of the screen. He finally placed his hand on top of mine and moved the mouse using my hand. At first, I was unable to feel the movement because it was so slight. The same is true for the blind person attempting to use a mobile touch-screen device. As one blind trainee said, “I am all over the screen and cannot find anything. My fingers keep sliding off.” The solution is to take a few deep breaths and slow down. Barely move your finger, almost as though you are not moving it. In other words, it is necessary to learn how to make small, precise movements with the finger whilst exploring the screen of the accessible touch-screen phone.
We traditionally teach blind people to use haptics with haptic feedback. The sighted use haptics with visual feedback. In order to use iOS and Android touch-screen devices, it is necessary to teach blind trainees to use haptics with audio feedback. Considering this was not really believed to be possible before the iPhone 3GS came out in 2009, we are just beginning to learn about how to do this.
Often, blind people are trained to use technology via rote memorisation. In other words, we practice specific tasks until they become second nature. The benefits to this model are: we can teach several people at once, and the training is quicker. Unfortunately, when the software is updated, the person can become completely lost because their carefully memorised sequences no longer work. I, therefore, espouse using a conceptual model. Rather than teaching specific keystrokes or patterns for specified tasks, I teach the basics, and regularly encourage exploration of the screen / environment. This method can take more initial time, and works better one-on-one or in very small groups. However, as the trainee becomes grounded in the concepts of the technology, she is much better able to adjust when the software changes. This means, the odds are lower that she will require extensive retraining.
When working with adults, I spend the first training session on learning and practicing the gesture commands. We work on the concepts behind the gestures. In subsequent sessions, we continue working with gestures and device exploration. We explore various apps, and I encourage the learner to figure out how to find and perform activities. One of my most common statements is: How do you think that might be done? Let's see if it works.
For children, I break the initial memorisation in to segments, and I let the child play games which encourage learning what we are currently working on. In my experience, the majority of children are extremely willing to explore given a little encouragement.
Finally, I would like to discuss some reasons why learning to use accessible, general market touch-screen mobile devices is so important. We all know how expensive specialised Assistive Technology is. We also know that general market technology generally develops and innovates more rapidly than Assistive Technology. However, for me, the most compelling reason to use accessible, general market technology whenever possible, is that Assistive Technology actually appears to act as an isolator of the blind whilst improving our ability to connect.
In Norway, disabled people are provided Assistive Technology for free (Sylvia Söderström & Ytterhus, 2010). Adolescents without any vision used the Assistive Technology so they could be more interactive with their friends privately. However, those with enough vision to read large print tended not to use the Assistive Technology because they did not want their friends to know they were visually impaired. It was preferable that their friends perceived them as being technologically inept.
In south India, many blind people preferred not to use the long white cane (Christy & Nirmalan, 2006). They reported feeling that the cane isolated them from their communities. Unfortunately, these were the only two studies we have thus far been able to locate on this topic.
Based on this information, I suggest we should always keep the student’s needs and desires in mind, and we should focus on providing solutions, such as the iPhone and Android phones, which match what the individual’s social, mainstream community uses.
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